Unit: 1P1

16 August 2020 11:16

Definition: An m x n matrix is an
arrangement of mn objects (not necessarily
distinct) in m rows and n columns in the form

ay  Gp e Gy

Ay Gy ... Gy
A= : . \/

Ay A2 -+ G

We say that the matrix is of order m x n (m by
n). The objects a;1,ay,..., amy, are called the A ,
elements of the matrix.™ - Y/O\ g
Each element of the matrix can be a real or a (A :[ \0\55
complex number or a function of one more

variables or any other object. The element q;

which is common to the i th row and the jth A\~ 1 )
column is called its general element. The

matrices are usually denoted by boldface S = L \3 2:‘
uppercase letters , C, ... etc. When the order of

the matrix is understood, we can simply write

A = [a;;]. If all elements of a matrix are real, it

is called a thereas if one or more

elements of a are complex it is called a complex

matrix.

Types of Matrices

1. Row Vector: A matrix of order 1 x n that is, it has
one row and n column is called row matrix or row
vector. And it can be written as

Win which ay; is the j th element.
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o« What is the order of row vector ?

[

1. Column vector: A matrix-of order mx1, that is,
it has m r'owand_g_nﬁ_,n:\n_ts_caﬂed column

vector or column matrix o@' is ;}
written as [ ] — L ’X
Sy

o« What is the order of column vector ?

/’F—_\
3. Rectangular matrix: A matrix A of order m x n,
m # m\is called a rectangular matrix.
2 %]17(3

Do) gy 39
22

6\ Xt

4. Squarematrices: A matrix A of order m x nin
which m = n, that is number of rows is equal to

the number of columns is called a square matrix
0 or‘der' n. Ki \ J
RN vy

C(lx.:

-

—
. diagonal -elerrents

. principal diagonal
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. principal diagonal

. of f-diagonal elements. Ay +3
g8
QW@
DS

. Trace of the maTr'lx
C/\'\S \ /5 L&\K}

\V\Y

« (W) =54 =18
A~ [ o ()2 -
E ’1 7/ U JL @3
1. NulTmatrix: A matrix A of order mxn in which :Ii SD
all the elements are zero is called a null matrix o 2
S%r' a zero matrix and is denoted by O =
R (o y
/ O © [O o o]
AL —_
P\'\, = /)f - CZ % XX AL

o
j’“z
Yo

Q. What is order of the null matrix

6. Diagonal Matrix: A square matrix A in which all
the off-diagonal elements a;; i # j are zero is

called a diagonal tr dlagon ma‘r x For' example o o
o \ O

&\BL\A &\5@,\.1)‘ d\a(m,l)

1. Equal matrix a A = [O\ .‘ \\] R = P’Uj
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1. Equal matrix A = [0\ N ] R = [:190]

J\’//\g = ™Mx vy axoa
— \O\J
L2\ _ {27 22 =)
R I [ =
- ql\ =

2. Sub Matrix [\/\QS‘ } \\J\é‘x Lé%
Dﬁ, ﬂ;\ Bt w=
7. - 3

1. Scalar Matrj 7
6 o
] [ 5., K= -

Example 1. Find the values of x, y, z and ‘a’which satisfy the matrix equation.

x+3 2y+x 0 -7 o
-1 4aZ61%|3 2

_ _ N+ = o) =2~ — La—t =24
a.-3,-2,4,-3 =Dz = F sl -«
B-2-343 - - 2.
c.-3,-2,4,3
2J7L>(:—7
2Y-3=-7

Matrix Algebra

If a matrix is multiplied by a scalar quantity k, then each

(i) Muh‘iplica‘rion@ a matrix by a scalar,
element is mulﬁpheib@g ie.

I as T
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https://www.geogebra.org/m/jalwgaar

=
(/ﬁ)’A%aiTlo s TJ:q; ion of two matrices,

https://www.geo; ThfimheST

i2 s 10 2
A= . B=
13 6”7 [3 14

4+1 2+0 5+2
A+B=1103 341 —6+4| |4 4 —2

e UH“

Note: Only matrices of the same order can be added or
subtracted.

(i) Commutative Lawb(é +B =B+ A.

(ii) Associative law: A (B C)=(A+B)+¢€

=
—_

— 2" ) e
- 2D -\ 20543
q

oo ol -l JEsw »ahs
2413 —j
.2134

4234

ASESAA > A4y w—a]
> {——L\—é 2 vo =2

> L3558 Yoy
Aultiplication of two matrices.c=

A= 3 B
/ A S
1 -2 =
B=/-1 0| 3% O- VX \ (V) F 2D
> 1 ol C-\)Y kW
. OO0 2
@Q o (DY ()1
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¢ G

2R 1 2] [RG RG]
3 Rz 4 _1 O = R1 C]. R'} C-';

4R |2 -1] |RG RG] /’ﬁ

L

F MATRIX MULTIPLICATION
1. Multiplication of matrices is not commutative: AB + BA
2. Matrix muitiplication is associative, if confor'mablll‘ry is
vassured. A (BC) = (AB) C -
= 3. Matrix multiplicatienis distributive with respect—to
addition. A (B+ C) = AB + AC
4_Multiplication of matrix A rix A by unit matrix. AL=IA= A

{{Mul‘nph ative i se-of a matrix exists if |A| # 0.
A 71_1'/51\0 ;Xi/ o

6. If A g\asq are then A 3/1 = A%, A X A X A= A3
7 AO =
8.1" = I, wherenis positive integer. —

Some special Matrices

Transpose of the matrix: 3
If inagiven }\a’rrlx A, we’%n’reré\ange/ﬁ\e rows an[i the

corresponditg columns, he ndﬁ%a*rlﬁ TGIH@@(%&C%”&C‘}]@

transpose of the matri A an
is denoted by A’or AT

203 4]
A=11 0 5|,

16 7 8]

Then A' or AT =72

C D>
R B

g;mmg/‘r:mc atrix=A squdre mac’)r\cr':& vﬁll e cglley ?yl%ﬁmc
o\acﬂl values-of iand<j, T
al] “

o
DOYM I o ER zw”lj

2
; [\5 QT'ZL

[a h g |
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g = o
~, o
|ﬁ{hh&q

O
Skew symmetric matrix: A square matrix is called skew

symmetric matrix, if
(1) a;; =- aj; for all values of iand j, or AT =-4
(2) All diagonal elements are zero,

0 -h -g
h 0 -f
le £ 0
_— —_ e —_

Triangular-matrix: (Echelon form) Asquare matrix, all of
whose elements below the leading diagonal are zero, is called
an upper triangular matrix. A square matrix, all of whose
elements above the leading diagonal are ztgg is called a lower

Trna%una‘rmx [‘_J 2o{t
13 2.\

0041 o L Ji<*

el
Upper triangular matrix

[ J \/ [ \

; ﬁ

|5 6 'i
Im\er mangul'u matrx v

_____//_" — -

Orthogonal Matrix: A square matrix A is called an orthogonal
matrix if the product of the ———

matrix A and the ‘rransms/;\’?n(th/x A' is an identity matrix

eg. A AT =1
EX... ?2?2?? Ex i A 1[

-
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e
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; f?‘sg }

Note: if | A | =1, matrix A is proper.

Conjugatematrix: ' = _ o b
\/ a ;]' [/.—1’ 4427 Yy

= “laal 70 32

Hermitian Matrix: —

A square matrix A = (a;;) is called Hermitian matrix, if every
i-jth element of A is equal to conjugate complex j-ith element
of A. That means /)7

A=(4

a;j = aj;

?2?7? I/
Ex..2?7 t’q: [// O]__\\

g (A =72

Skew-Hermitian Matrix:

A square matrix A = (a;;) will be called a Skew Hermitian
matrix if every i-jth element of A is equal fo negative
conjugate complex of j-ith element of A. That means

ajj = —ajj —A:fA L
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a,5 “u A=A —

i =3y 4450
2+3i) C)Cj}
(-5 2
Note: All The(wf a Skew-
Hermitian Matrix are eiThe;Lzeées—eﬁ?u%\egiﬂecy
___S A
o ek =(a) =
c& ! Jj [ C\(J]

‘ “[qu] = [C\"
95% a /’C\'lf — ;\—\\g—) i = orid

—Ai =G - ) |
"”C"‘\’\\)\ (< A‘\\\s\) — (C\‘\’\\)) = CQ )Y‘\\Q\B c\\\ — A

— a % = e\ - C&\)——"\\O e\ h _:_“\\D
o — ——'%% — © —2 o ——‘-'\}-{—\—_j/b/ _ i
e > B = =

Ay )= A°

Matrix-A2: Transpose-of the conjugate-of amatrix Ais
denot . _
enoted by 2%~

Noté: Necessary and sufficient condition for a matrix A to
be Hermitian is that A = A% i.e. conjugate transpose of A

= A= (A)

Unitary Matrix: A square matrix A’is said to be unitary if
AA=T _
AA ST

gl 0 )t A

+I -1

\/2

[:a\i\¥[11 1es [] [17] AR
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of T_he nllpo_T v [gna);mx. P R
ab B - —als - _ebL yob RPN ]
A=

\/b/-\n/‘\ }17._1 1+i Z/JLLC_SJ: Lot J =
J3l1l-i -1

Idempotent Matrix: A matrix, such that A> = A is called

Idempotent Matrix. — \ (
4

\ o

. 2: 2
. |2 -2 M
[2 2 4] 7w N
A=|-L 3 4 ) T
123 —

Periodic Matrix: A matrix A will be called a Periodic
Matrix, if A¥*1 =_Awhere k is a +ve integer. If k is the
least +ve integer, for which A¥*!* = A, then kis said to be
the period of A. If we choose k =1, we get A> = A and we

ca&?i;r To be idempofe. For e>?>\> =)

WL
&-}~F§_—i\. %TQ = :[i —27¢)(© 3
] )

¥ —12

Nilpotent Matrix: A matrix will be called a Nilpotent
matrix, if A¥ = 0 (null matrix) where
k is a +ve integer ; if however k is the Ieas‘r@e m‘reggp Yorﬂ

which A% = 0, then k is thesmdex
\(\ CXC\K

Involuntary Matrix: A matrix A will be called an
Involuntary mafrix, if 22 =T (unit matrix). Sinee == 1
always
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So we can say: Unit matrix is involuntary.
G)=[40)

@y EAik)

(4D L 0\:{0 \

(

=

%‘

==
Singular Matrix: Iﬁheg;m?of the matrix is zero,

thenthe matrix is known as singularmatrix
1A on A (h) == =
{A,\ /TFo N L



Unit: 1P2

20 August 2020 AM 08:59

Determinant

Determinant of second order

2 —|=aby —a) by
P
4 6 8 5 Sy
‘:«:\5 to-lZ 301 |
cosh -sinf
| smb  cosh
EREE R
4 3 =
= C,Jgé -\»Savgo

=4
MINOR: The minor of an element is defined as a

determinant obtained by deleting the row and column

containing the element.
nraining The elemen

For ex. b, C,
a b ¢ |- \173 C$: l’)dcé——béCL
a b o
ay by o

Thus the minors a;, b, and c; are respec‘rgely.

b G S 43 ¢y

?|=a, (mmor of a,) - b, (1111'@1) * ¢, (mumor of ¢;).

_—
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COFACTOR: .
Cofactor = (- 1)T;9*

where r is the number of rows of the element and c is
the number of columns of the element.The cofactor of
any element of jth row and ith column is (- 1)'*/ xminor

Ex. Find the Minors and cofactors of first row

ij’ > MI‘O&/\CZ);’ /;;/:7
= 1 o
AN A - 6 > = CZ@\ (2) :é/)IfH.7 _
. M (3) = /
\L C (39 — })],,LZ _2\?
- <
Aa(M=9 (7)) 3 (81603 O L
0 1 2 3
Ex. Find the determinant of 1 o 20 S J
T 21 o|(en

v

°©2 o \ 0 ® Lo L
O\ 3 \)('7_ 3\2 o ( \
1\ D D \ |
— t—l L\—ﬂy AL ) Ay (adrily = —
PROPERTIES OF DETERMINANTS

1. The value of a determinant remains unaltered,
if the rows are interchanged into columns

o] a
{y I - Q\\Gc'LL . a\z_\'c\\L
42y Qa2

K20RB Unit 1 Page 13




Aan C:\“ \ _ GAuway, — Sa Gy
Qh Tz
2. If two rows (or two collumns) of a determinant
are interchanged, the sign of the value of the

determinant changes.

A Q21
Sn Sy 1
Gw M
QR S22
Gy A — Au
An . S — c\l\C\\L "_CC\\\GALL __C(-L\-C\\Z)

—
—

3. If two rows (or columns) of a determinant are
— identical, the value of the determinant is zero.

& q B Q KQ\Z BN
1% A = s e e

4. If the elements of any row (or column) of a
determinant be each multiplied by the same
number, the determinant is multiplied by that

number. —
- ﬁ e
9

K~ % N\ ¢
o~ — (VAN AN
< 9 & (s3-he)

5. The value of the determinant remains unaltered if
to the elements of one row (or column) be added any
constant multiple of the corresponding elements of
any other row (or column) respectively.

vz - e ”)\
Ks\i\\\/é [C <§\X/ \C_'\’LC)\ S )(é
< ¢ | B y — ho—xh4d
\\\\/ QA\,\lr>C - o\c)>v\%)<
>

R “EAzm0
\

[a) —_—
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6. If each element of a row (or column) of a_
determinant consists of the algebraic sum of n
terms, the determinant can be expressed as the
sum of n determinants.

NS

Application of determinant: To find the area of the

triangle —

Ex. Using determinants, find the area of the triangle with
vertices (- 3,5), (3,-6) and (7, 2).

P ——

— = \
“ékii’g S
7 P

Ex. Using determinants, show that the points (11, 7),
(5, 5) and (- 1, 3) are collinear

w;\ A l\ =\ <\\ CRIGIIES)

2 N v ) —
My 9y

Singular Matrix: If the determinant of the matrix is
zero, then the matrix is known as singular matrix || = o
- A\Bg'\wz\y“
\\OT\ Q{ 6 \(\uY\X\Y‘{

RANK OF A MATRIX .~ | |l £ ©

T eeele o€ e i ta mtd A _ _C ~ ©

—
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RANK OF A MATRIX_ .~ |Mwnl £ ©
The rank of a matrix is said to be rif (¥ | v f}
(a) It has at least one non-zero minor of order r.
(b) Every minor of A of order higher ‘rha_rLr'JisTe—_r'g.

I 2
Fincltherankofthematrix[;i) /_lg 2 ( =9 —/5=—¢ &/{KBZ: .
- ' ,QKZ_ =
| - = =7 _
&2 Find the rank of the matrix ED 77] { s / = -3 5/)’}/1 S/—~ o lx\
c L 22 e
0 -1 5 — e
Find the rank of the matrix [z 4 -e] ol > A\ (\ex 4) x g@,—‘\) =16 ”\("% ,
1 1 5 ~ =2 =
’5‘* “s 3 : 5((&“[6} -1 LQ-—%\ *_GC >:o
__\\'\/ WFind the rank of the matrix | 1 2 —4 NG ESJS’-Z- — ’O_':‘
l N -2 -4 8 2K = =
// ~ L\ = NS 32}40
Find the Rank of using echelon form 2
— OReES
\/1 2 3 _9&\ O {Ll-l\a\\
C\l"- o 4 2 1)
A=|23 4 (l>”ﬂ‘\ = o U -z
B o = W e
3 —% Q "d?‘L
/)/ /%Li’w ’..S_.’ﬁ
© — —2_ T
O™ o =\ =
NQO\“/D O o ©_
—_—
2 pa
PRy =2
Matrix A Elementary Transformation
1. D 3][7“\] EZ}
A=|2 3 a|[Rrj=|3D
- 3 5 Xy i ] -2
>1 2 73 L__? (\?6\N\L —

sl =t " R, — R, —2R,
— R; —> R;—3R,

2
-2
=
(1 2 3 M =
il s
,Xo 0 o —’R,— R, —R,
=

\
= 1@ ,
/\i’\\f\’/ hb bove matrix is in echelon form
V>_\ ~a -~ ) —_—
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’yt/ t%\t matrix is in echelon form

— R; —>R;—R,

W o= O
el
[ I o

Find the rank of the matrix A= [

[ =
T —

Matrix A Elementary Transformation
[0 1 25 XY
A =1]1 2 3 2
la. 1 1 »
1 2, 3 2
Ve
A=|lo 1 2 1 RerR
3 a2 2 =
1 2 3 2 w
~lo 1 2 1 R, — R, —3R, (29\ B
(o) —5 —8 —3 =
W =
1 2 3 2 ) \ S’?—’/
| P St LI ) R, —> R, +5R,
BN
— 2 |

() —
)@Te: (i) Non-zero row is that row in which all the ?&«\\Q

—

“elements are not zero._ Ueovs W ey o

(i) The rank of the product matrix AB of two =<
matrices A and B is less than the rank of either of
the matrices Aand B. —

2 3 =\ —

A =l =2 = )?l e ¥,
3 —2

3@ \3 o —1 ) — 1K

- | —L —‘_~ QL"S 22”7—2\
\l\b\ﬂ/\/ — \3 A\ Ky ™ F13 5%

R > R (¢

- = = —2 =Y e
NLETT
\\ 2—\>\4 Q;\le % \/\—i— f \70 EX
AR 1\%{\\ O =] | (" —¢24
By T
”\/B “o= K— \ — —2 =4 QS/B Q_g"'LiS—ZL
O /\ © g ‘3 T C’\ RN
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> AU - \ — - _\_\ 7~ K_Z ’_’\5— &2
\ o & K SR
- 3
L | o o =2 =+
O H}/”\_Z, R
S S
lo —
17
o T
//F =

Linearly dependence and independence of vectors:

o /\/
™ Yors WA~ n AN e WY
AT e __’C‘__QJ__d.———— WA\ \f(L)(‘V
\‘\ " MM e Y
\
—~\> N -

>7L\_‘C\ Vectors (matrices) X, X5, .... X, are said to be
~_~" _dependent.if -
-~ (1) all the vectors (row or column matrices) are of the
same order. o U2\ C 2)

/(g) n scalars C;, C,,...C, (not all zero) exist such that
— —_— PR o —

g N\ \

—
/74“‘ ClXy+ CXo++ C X, =0 ——
S L
t o Tzl = .=C, = o —_\;/L_‘;/@

Otherwise they are linearly independent.
Find whether or not the following set of vectors are
_ linearly dependent or independent:
L))
l L

—_—

C XAzl X = 9
<\ C\\,—'zﬁg{(t\\\” °

S

C_\)\——z,c_z_‘:—d _’Q\D

___.2<\)‘—<_1_ = 0 ,@
‘_{\>X2f\"@ [ NP2 R R v S
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—2C\ Xl = —’@
DX 2D |

(ARG =@ (= o
— A\ A C L = °

—_—

T, =« ’:S[CL:OL/
>

(i) (1, )-(2\), (2*17/), 3,2)

>
.

(U

C K& G (V5 =
(D G EN G (1Y) =2

C\\—‘ZCQ_AY——SC_-S =< /%,D
_,_‘)_C\ %—CL%ZCJ — © ’_@

Q

Lo == 2 \’\‘Z/CL'\’GCJ =S
> —_— C\—\——QL ,k?_éA - <
Cx — o
D e (o = 5/42_ 3¢
v ., = —2¢
= = ==,
(o, 2 21| Ea\ G
< (&
C L <, - —X| C Zg_ C,.'&
@ <, z S é’\:i Cl/g‘/
- C\Z S

(iii)(L, 1,>l, 1), (O, 11,1 1), (O,Q, 1,1), (O,YO, 0, 1). -

XN CaXae kG Ry X G X, = ©
e

|

C\A\—cl_o SN T e

—

C\xCpoyis=° Ca=-7
C\)YCLJ\’C35<C~\— o &y =
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W

w/ LINEARLY DEPENDENCE AND INDEPENDENCE OF
= VECTORS BY DETERMINANT: -

If the determinant of the e X;. X5, X3, ..., X8 | AL’C_—;
N zero then they are dependent otherwise independent. | A4 o
ARY — LT
Ex. (i) (1,-2), (2, 1) [Al=o L.D
| -2 e T L
2 {: WheE Jo L7
v
(i)(1.2.0),2.01)3.3.2) \2_ e
ajy\ 3 3 2
BX/V\} =\ (N2 (O D\ (& =9
ﬂ; = —\ ) 32— o L;?
T T T =< \ 2
(iii)(3,0,1)(1,2,1)(2,-2,0) o 2 =2
_ \ [ s
]A\ 7/\&\
‘/;’: = ox2) -—\(%13%’2(;&
A° (% =0 LD

’4_—_

(iv)(1,1,1,1),(0,1,1,1),(0,0,1,1), (0,0, 0, 1).

—%K\\\\ l\\
R U B
© O l; (<

\
© \

OO\
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LINEARLY DEPENDENCE AND INDEPENDENCE OF

VECTORS BY MHOD: XMJ

3

1. If the rank of the matrix of the given vectorsis —,

equal_to number of vectors, then the vectors are

linearly ind dent.
Inearly independen Qo«v\\LA Y /%\/GJW o

2. If the rank of the matrix of the given vectors is
less than the number of vectors, then the vectors are

linearly de enden’r
Q\ (‘2%1\‘4\4 No \(ew

L D= \\'/ = LD

Ex. The following vectors are linearly independent or

hot A:[X\ XL)(QJ
o 2

v g _

SR I A- 2 32

X =22 .X =(131] X, =(122)"— [ 2

[Al = ﬁééfz)/{ (L/ )2 —éz
= &2 — = S o e ==
el -

7’

Ex. Show using a matrix that the set of vectors
“X=[1,2-3,4],¥=1[3,-1,2,1],Z=[1,-5,8,-7]is

linearly dependent. ~ v w9

R
-~ —\ Z
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AL, 0,4, =0, L,¢,1] , & |1,-0,0,-/]IS ’L—J

linearly dependent. \/ v ;\// ¥(® (3 g ’z,l
?, ”'—B D\ (4\: \ -
R

/\ X1 — /’Tl?emf\,}:

c,> (X /\ AP 29\\/\\@ QP\B £ Min (3,9

(¢ wx

N1

B C{X Co W b GG =

S Cr=o ] L-L
D> af barfone Cido LD

———



Unit: 1P3

24 August 2020 AM 09:42

ADJOINT OF A SQUARE MATRIX
Let the determinant of the square matrix A be | A |.

R
- , M u
\/- a a, a; @@ @ t Ml'L M‘_-S =
i 4=2 b bl Than|A|=|2 2 B
lg o g ZK3 leg o ¢
The matriXx formed by the co-factors of the elements
in
A1 Ay Ay o &\\gL
B B, B \2 = Min
Als ¢ c Csi L —
where 4, = ?— —f— =bye; — bye A =—il is =—be; + byoy
'y ] 1 3
Ay = : . =bc, — by B =— :i :3 =—a,03 + Ay
B, = 2 :3 =ayc; —azq . By = - :1 22 = —ay05 + asqy
) 1 €2
C = ;f ;:: =a,b; —azb,, Cy =— ;1 ;3 =—ayby + azb
Cy= ; (;j =ab, —ah

Then the transpose of the matrix of co-factors

4 B G s called the adjoint of the
Ay By €3 : : . :
| 42 B: ;| matrix A and is written as adj A.
-1 1
Ex. Find the adigmf of the matrix 2 1.3 .

-~

v
| 2\ _
113 ) “W’ﬁ > [ﬁgié}

3 \)\/’}\ /\)\ E) 2 — 3
D@ ’\/ A K—A \) @9\ i (\(\\A«\
end

PROPERTY OF)TADJOINT MATRIX W= 1
el YA adj(A) adj(A).A = |AL.L, where Ais b
BN a square matrix, I is an ldenh‘ry matrix of same
-~ X o order. Q
e [ AL
= =

(2) i_é___ts invertible square matrix A A @U\J\JY

A adj(A)| = 14| —_
[ o) B DI vt



http://

s Ty

Q ﬁ dj(4)| = 14" e
GAS“\ ladj( )l———l | inverdihle .
(3) if A is invertible square matrix (AlFe A e

adj(adj(4)) = |A]"2.4

o 3] o= oL

a
3 ifP=[1 3 3|isadjointof3 X 3 matrix with |A| = 4 then the value of & is
\ ( 2 4 4

“\\\\ C.
\@ S (= 1
O+ —b= \o_
oL = E\,_ —| —|
\/(4) adj(AB) = adj(B).adj(4) i& b AT> (0\)\) ﬁ)

\/(5) adj(A))—-=/adj(AT
= (adj(4))"-={adj(a™))

/
—
(6)adj(kA) = k™ 1adj(4) Q\ﬁ‘f (Z/

—

e

(&)

\\\ &\f’s RO

Uh INVERSE OF A MATRIX

v If Aand B are two square matrices of the same
>>‘§\/ order, such that AB=BA = T (T = unit matrix)
:'\%/Q\ then B is called the inverse of A i.e. B = AYand A is

/ the inverse of B.
WNeA, .
¥/ To find the inverse of the Matrix A we use

o7 eI
- /

/Q;Q)\;’——Q(Ad](/l)) if 1Al # 0
— —_—

—
Ja—

Properties of inverse of the matrix AL =0 N-=

N 1. Inverse of the RN —l N —:AJJ

AN N 7 am\—1 n—1 21-—-1
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e e e e e e e D =
. 1. Invetsle of :rre_ \L\Q\\(SS( N »_JL
& N })\\ 3. If A is an invertible square matrix; Then ’(QT_

/.>/ is also invertible and (A" )= (A — 1A= L/ﬂ

9. 4. Theinverse of an invertible Ssymmetric matrix

\\4’\3}0 IS a symmetric matrix.

R is a symmetric matrix.

NN =X o pl Y

/gij?i\d}/ — T v \2_ = \%
RX N Y
/

-1 — -1 o, -1 :_1__
5.147 | = |A] .e. |[A77 A .
A [5%) 1= & WA =\

A_
A/{ /).. 2 oNf 0\ 3 o B ’\_Z,O \A)\\,LLQ"AE
L3 D A TS W
¥

p- |55 Z} 14\=
oo 2

Solution of n x n linear system of equation

Consider the system of n equations in n unknowns

Insiy=5S

- = INFL 0

T el / K T 10, - i o 4 a]”.\”— /)| @ 2' _/Q

ap X 12X2 (’17&4'7&1}2
ETRY F @99 X9 + y 2P (12”.\'” = /)2 -
Xy + anZ"\'?. 2 8 (1"”.\’" S bn' .t

In matrix form we can write this system as_]Ax =b ‘

v v

\/
v [an @ - @ b, 1
| Gy G b Oy =9 b, =L X,
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S\

3%
—

v a2 Ay
X
a | (122 (72” = 172 - 2
A= ’ b= | e S
X
a, %) a,, | L b" J Ln |

Note:
__1. A is the coefficient matrix, b the right hand side,
and x is the solution vector. -
2. If b not equal o zero system is called non- W\ - =
homogeneous. . — An =\ +4 o
3. If b is zero its call homogeneous.>— o= o
4. The system of equations is called consistent if it has
at least one solution. T
otherwise the system is inconsisfent e
otherwise the system is inconsistent.
Y — m _—
/| No
P = L =
O Comnddory  INGM-
\V

Homogeneous system of equations:

\
Consider the homogeneous system of equa‘rions@j<:\/
Tr'iviaDsoluTion x = 0 is always a solution of this system. -

2 = o
If A is non singular, then x = A=*0 = 0 is the solution. InaNy

A= ©
Thus Ax = 0 is the always consistent . 3 =0

We conclude that non-trivial solution for Ax =0 exist if_
and only if A is singular, in this case this system has infinite

solutions. %& ﬂx _ o }OC [%ﬂ:{_&

W sy o XA A= AL A

il

_ oh@ Y Z e -4 3-4
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Z<r 7,
2z (A=t

Ex. Solve the system of the equation using N
X—X+,Z_:O, 2x+y—32:(), X+y+Z=O ﬂ;xz

e [37 3]1HE) v

2 -
3=

9 ——ajra _—
N \/
R X 5 A AP
‘b/)/,,} X= jj} L pﬂ”/ E,\AL///
2

_ o Ex.If the system of the equations x —ky —z = 0,kx —y —

// E_O,@ has@oluﬁon then values of K
are. (Al= <
a.-1,2 R va—
S
11 53 alee s
J -il (D e Ced — Q« \ xz\“|
o 2 Ao AT
e = o

Ex. If the system of the equations kx +y +z =0, —x +
ky +z =0,—x —y + kz = 0 has non-zero solution then

value of K is o)
La: 0 \T\ K\ \— <
— K

b. 1
c. -1 A e ==
: O WA A \\é—_ :ﬁ‘

Solution of Non-homogeneous system of equations

An =Y
The non-homogeneous system of equations Ax = b can be
solved by the following methods

(i) Matrix method

K20RB Unit 1 Page 27



SA

NS

(ii) Cramer's Rule

(i) Matrix method:
Let A be non-singular, then pre-multiplying Ax = b by

A~1, we obtain
1b\/

WA
\\« ﬁd\@% K% Xc@

»am

Ex. Solve the system of the equation using matrix
method x —y +z =4, 2x+y—32z=0, x+y+z=2

218 2 ) T

AL, AN

Al= \QB}HQQHQB— G orSh= \o

Q%A z } [ ;Lzlszffﬁg
N RN ARG

Ex. Solve the system of the equation using matrix
method —x+y+2z=2, 3x—y+z=3, —x+3y+4z=
6

Ex. Solve the system of the equation using matrix method
2x-z=1, Bx+y=7, y+32=5

2 o - W \
AR NG

W= |
AT \
ap - 375 - Y* =) s
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_ | SN )
> < £ _ - _
0&&\\‘[\ — . é ’Lﬁzi_\g ( — = 7"‘5
ISz =8

e 5 18 {0

-2 2

T “V?/

(ii) Cramer's Rule:
Tet A be a hon-singular matrix then by Cramer's rule solution
of Ax=b is given by

n Wil i=123,.

~". Where |4;| is the determinant of the matrix |4;| obtained by
=+ replacing the ith column of A by the right hand side column

" vector b. A= l/\ ﬂ’za” l/\l\ 7 = [Al\ £ =M
Y o0 T T T Tl

2

Ex. Solve the system of the equation using
xX—y+z=4, 2x+y—3z=0, xX+y+z=2_

v Y -
! \ \ L = k\o vrd, —A/\<§) o)
A= | 2 I 2
l P
{

= f |
GV, =S AV AL W W
%\x“b I i 2o o "

q//Si\ d 2 [ o Lo

V\X\\ 7}: l I L L = \‘/\\/‘&\» -2 9, \A _\/‘:2’9_,\

\V\ ne = aL Az 2 - \&3\

ey
Al .’Lb oA =

Note: We have the following cases in this method
v\ 0 Case 1: when 1Al = 0. the svstem is consistent and the uniaue
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Note: We have the following cases in this method
W ° Case 1: when |A| # 0, the system is consistent and the unique
\ /solu‘rion is obtained by using the above method.
Y - e ’W\l\ N -
Case 2: When |A| = 0, and one or more of |4;|,i =1,23,..,n

\?\”J are not zero then the system of the equations has no

) &~
S A

solution that is the system is inconsis’rédng. |
> =
Case 3: When |A] =0,and dll |4,/ =0, i=1.23,..,n, then
the system of equations is consistent and has infinite
number of solutions . The system of equations has at least
a one-parameter family of solutions.

Ex. Solve the system of the equation using
Ax+9y+32=6, 2x+3y+z=2, 2x+6y+2z2=7

/
AT L - QX
@4:\“\*[; :Z };\ X%l é
3 “os S
o=l AEL S 5 )\ O#(Mi\‘l . \\
1 (2 8@ - -

R
\AJ\"I‘QZL %\

Ex. Solve the system of the equation using
x—y+3z=3, 2x+3y+z=2, 3x +2y+4z=>5

B S S
LIEA R 3,\ =] \\;o
2 2 . S 2 4
S SN
RN _ 2 = ©
mc\\z Qéifk:o \Pal \ Lo g\
- 7 EYL—‘D’\'K} =z 3 _@
.. D
R R R
@;’éD;:Z; y 3™ )rma,\\/\zz_g@
0T —ES D
55 —52="Y Q |
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c "’—\/I _’@—"‘3‘%/@
Sa —52z = 3 CQ \
O =14 & ) Ne
=t Y- Thek %= WO "

Ex. The system of linear equations x +y +z = 2,2x +
3y+2z=52x+3y+(a’?—-1)z=a+1 \Mi”/”"
“a. Is inconsistent for a =4 VAl=22 "/"\L
YAb. Has unique solution for a = \/3 1 Lo \ == =,

vl JAc. Has infinite solution for a = 2 2 2

“d. Inconsistent for a =3 " 9~ a2a
) - TR G EORICICY EWE

A

— =
S /jo\:ﬁ__ @_

Ex. w

—= \p\=

= _—

[f the system of lmear equation x- 4y+7z= -5,y Sz=D, -2x +5y -9z=k s consistent, then

— —_—

A g+h+k=0 '[\ _
—_—
LB 2gth+k=0
C  gth+2k=0 B (__.27 A L(} ( ) LL‘L o 'L\X
D g42h+2k=0 = — A2 =C -

A b b A \ \:/Hjjr: o
=2 1= | 9\ 3T\
{a){sk\% o )

o

Vv

\ B — .
i‘&k\’\% \@\@ —%\\ BYARVAREE N

o0 B AT KN =
L e (b4
> Mool o e -

L
‘\}v (iii)Gauss elimination Method for Non-homogeneous System

<c

Let we have the non-homogeneous system Aj“:b
where v -

-

= 7 | 5] rr—‘
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[a;, a2 A1n | r:' 1
ayia" Goph® ERE 0oy =it =72
,Nb Q)\/ N -l E A :
@ | 4 Am2 Apn | Wl i Xl
QM“
Now we write the augmented matrix of order m x (n + 1)
@/17 ¢> (2' v 4 ae
- ay g dio --- Ly 1
2 {2 B\(Z V iy | GRA AT i w20 bz
AN %%@ I e st e (T

Now we can reduce this matrix in to row echelon form using
elementary operations

A
r . " 3
< al_l ,al2 £ (7 )R 7 O ,é[[
QN\L® ; U @ Ay | byo
\ g
- * * *
Qw(l/b\ SOASID) =S OSEE0FS o8 o T (p  Hh
que»“\ (j& q‘wv_ ar m r
sy TR e Rl 0
\y 2 %\{}ﬂ,
A S0 S 0 b,

(ALY -

— Ex. Solve following system using gauss-elimination

SEEEIERSE]
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Xfpgzz:—l (,’\ s = Z’J
= | 41/2)/2_ =z 2 B
20 b K, > 2. —~2¢,
B 21— Q—'S = \23%\2\
2 —2
o 25 ¢ K22 -\3,
p UNIE.
&Q'/}\\ J i_ —| b — [7 I+%
v AN _ Q
W T8 272
RN o o % | -3
QL”\I\\L wa BN 3 [::]

o o Y
-
A-9422=-2 2=~  XA--2=-2
>332 =9 2)+5=3 @E]
- 3y, _ Y [92}/
52z = -
3
(N
Qo Note: P b, b

\Q\ 1. Let r < m and one or more elerge[\’rf byi1,brip, o, by are
@ CO,>\ not zero. Then rank(A) + rank(A|b) and the system of
I |

Q“y\\ % equation has no solution .

2. Let m = n and r = n (the number of columns in A) and
b*.{,b*;5,...,b* are all zero. In this case rank(A) = rank(A|b) =n
qeﬂw\\\ﬁ and the system of equations has unique
N solution,

) Let r <nand by .4, by s, ..., bpare all zero. In this case

Yu Y v ran he Ap'l'pr'mmar'l in term nf remainina (n-r)
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X1,X5, ..., X Can be determined in term of remaining (n-r)
unknowns x, 41, X, 42, -, Xn.

2 o 1 :
(i1) ) " 5
g 2.3

DL [i o |3

— = )| =
szgj ngﬁ\
\2\ _\ |\ :; \(2\7’%?\’2 "‘ZZ\
L/l — /2 @1 %21’!“\2\

—5’ —k > g Q’Z%Ql —gg\
l\ — ) } \] -
o < 2 o
o2 -3 ]
L2 | \7 A-4t2 = |
?/._t 0 o o (o 3\(}—31 -
/ o o ° & | A =2



(iv) Gauss-Jordan method
Ex. Using gauss-Jordan method solve the system of
equations Ax=b, where
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M7 ©

T

'S(;l\ 4 5 Elementary r
\13/5/@( [A | b] i S
row operations A ) ‘3/ e
1 -] 10 R _2p 1 -1 110
[AIb)=|2 | _3|4 R U B %
L R B R T N B

TERER
0
= ~5/3| 4/3 R +R,
Q é 0 ‘R3‘2R2 —
10 -2/3| 4/3
=10 1 -5/3| 4/3 R4/(10/3)
0 0 10/3(-5/3

L0 -2/3| 43 = |
=101 =53 g R.+2R3/3= .

x =1

12 -1,

Ex. Using Gauss-Jordan method find the inverse of the

matrix

— )
Y

Elementary

[A [ 1]
|
2 =\
—A =

—l
2

—2

\
(-o 7\"
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o o\ R,

SU[IPARY



—\ o o Rl—b ,\Z‘\s‘\’gl
2 \ ©
[ \»\ o y) Ya> ML
| — —2 |'—\ e ©
-\ IO 1 | Ve Voo C>Pee
o 2 2 -\ o 9 QE—\23’?—2\
\ o 4 )Vl Yy o
0 \ —]/l 3/1 \/L O
e 2[2 %@ wa,
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Unit: 1P4

28 August 2020 AM 10:10

EIGENVALUES

@ Gy @3 7 A 1 h N
ay Gyp Gy Gy || x| V2]
/\ Let a3y a3y a3 - a3, || x| = | .1’3_-

NEERS L S
(/\#\/‘/// /7\ | Gu1 Ay2 dyz 7 'anﬁ'_l __3;"_| l—‘l-‘” —l /A—K—; /_:,/_\)S—
Y ~ N, N LS =g

Llog AL=Y = )X s s
(0 1_&—\4 X=Y (1)

'\\S// . . [ .
2 Where A is the matrix , X is the column vector and Y is

also column vector.

Here column vector X is transformed into the column
vector Y by means of the square matrix A.

Let X be a such vector which transforms into AX by means
of the transformation (1). Suppose the linear
transformation Y = AX transforms X into a scalar multiple
of itself i.e. AX. I N (e

QX R ggx — & @k

- A - m
[ A A)%y - !&(A—wﬁ"b

/ '~~~ Ex. Find the eigenvalues and eigen vectors of the following" 2
matrices et

.
Ot

Note:
1. Characteristic Polynomial
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2. Characteristic Equation
3. Characteristic Roots or Eigenvalues

|1 4
(if) [3 2
.1 1
4 ]
1 0 0
(iv)fo 2 1
2 0 3
1 0 O
(v)3 2 0
2 3 5
2 1 1
(vi)lo 1 2
0O 0 3
4 0 O
(vi)lo 7 0
O 0 8

Notel: Direct Characteristic equation for matrix A
Order 2: 2? — trac(4)A + det(4) = 0
Order 3:

A3 —trac(A)A? + (Minor(an) + Minor(ay;) + Minor(a33))/1 —det(A) =0
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Note2: The eigenvalue of

(a) a symmetric/Hermitian matrix are real

(b) a skew-symmetric/skew-Hermitian matrix are zero
or pure imaginary

(c)an orthogonal matrix are of magnitude 1 and are real
or complex conjugate pairs

(d) an unitary matrix are of magnitude 1

Some Important Properties of Eigenvalues

(1) Any square matrix A and its tfranspose A’ have the
same eigenvalues.

(2) The sum of the eigenvalues of a matrix is equal to
the trace of the matrix.

(3) The product of the eigenvalues of a matrix A is
equal to the determinant of A.

(4) If 14, A,,... 1, are the eigen values of A, then the
eigen values of

(i) kA are kA, k Ay, ..., kA,.
(iDA™ are AT, ATY,..., AT
1 1

ooy 4—1 11 1
(iii) A are 5=, 7 ey

(5)(A — kI)~! has the eigenvalue L

A=k’
(6) (A-KT) has the eigenvalue A — k.

(7) For a real matrix A, if a +if is an eigenvalue, then
Trelp Rt ¢ s lsp an cigenvalue, When the
mnTnri (£

nmnhleyx thice hranertv dnee nnt hanld
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Every square matrix A danistles Fs own characteristic
equation

Ex. Verify Cayley-Hamilton theorem for the following
matrices. Also find the inverse of the matrix.

1 4
(')[3 2
(1 2 0]
(i)]|-1 1 2
1 2 1
1 2 2
Gidlo 2 1
1 2 2

CHARACTERISTIC VECTORS OR EIGEN
VECTORS

A column vector X is transformed into column vector
Y by means of a square matrix A.

Now we want to multiply the column vector X by a
scalar quantity A so that we can find the same
transformed column vector Y. ie., AX = AX

X is known as eigenvector.
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Show that the vector (1, 1, 2) is an eigen vector of the matrix

-1
~1| corresponding to the eigen value 2.
0

P
Il
| R S R N

[ [ fa—

Note: Corresponding to each characteristic root 1, we
have a corresponding non-zero vector X

which satisfies the equation [A — A | X = 0. The non-
zero vector X is called characteristic vector or Eigen
vector.

Ex. Find the eigenvalues and eigenvectors of the following
matrices

of |
ol

ol

1 3 3
VM1 4 3
-1 3 4
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(vi)lo 2

)

(v)

(@)
—_
—

o
=
oo

(vi)

o
o

(vii)

O O
O = O
o O

PROPERTIES OF EIGEN VECTORS:

1. The eigen vector X of a matrix A is not unique.

2. If A4, 25,...., A, be distinct eigen values of an n x n
matrix then corresponding eigen vectors X;,X,,..., X,
form a linearly independent set.

3. If two or more eigenvalues are equal it may or may
not be possible to get linearly independent eigenvectors

corresponding to the equal roots.

4. Two eigenvectors X; and X, are called orthogonal
vectors if X; X, = 0.
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5. Eigen vectors of a symmetric matrix corresponding to
different eigenvalues are orthogonal.
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